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a b s t r a c t

Mass transfer between matrix and fracture is encountered during enhanced oil recovery applications,
greenhouse gas sequestration and contaminant transportation in naturally fractured subsurface reser-
voirs. We used a combination of laboratory scale physical experiments and numerical simulations to
evaluate the mass transfer between fracture and matrix and effective diffusion/dispersion in the matrix
of naturally fractured subsurface reservoirs. Experiments on artificially fractured porous media showed
the influence of various factors such as injection flow rate, matrix–fracture length, solute viscosity
and density and matrix porosity/permeability on solvent/solute diffusion into/from the porous matrix
media from/into the adjacent fracture. Mass transfer between matrix and fracture was simulated using
reenhouse gas sequestration
roundwater contamination
ractured reservoirs
inite elements
atrix–fracture interaction

advection–convection equation governing the system. Experimental results were compared with the
results from numerical simulations to evaluate the major contributing parameters, mass transfer rate and
effective matrix diffusion coefficient. It was found that effective matrix diffusion coefficient in the matrix
is higher than the mutual diffusion coefficient. The mass transfer rate was found to be linearly dependent
on velocity and affected by wettability as well as rock properties. These two parameters are correlated
with other factors governing the physical process. These correlations would be useful in modeling mass
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. Introduction

The target oil in naturally fractured reservoirs (NFRs) exists in
ock matrix. During the injection of tertiary recovery materials that
re miscible with matrix oil, i.e., hydrocarbon solvents, alcohols,
O2, N2, etc., fracture network creates the path for the injected
olvent to bypass and leave the unswept oil zones in the matrix. Sig-
ificant amount of oil can be recovered from this upswept bypassed
one by maximizing the subsequent crossflow or mass transfer
etween fracture and media. Likewise, when greenhouse gases
CO2, pure or in the form of flue gas) is injected into NFRs, the matrix
art could be a proper storage environment and the transfer of the

njected gas to matrix needs to be well understood for the determi-
ation of the process efficiency. The same process is encountered

n the transportation of contaminants and waste material in NFRs.

In general four factors contribute to crossflow/mass transfer:

a) pressure, (b) gravity, (3) dispersion/diffusion, and (d) capillary
rive. When the bypassed fluid and displacement fluids are first-
ontact miscible (FCM), there is no capillary crossflow. When the
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ent flow in fracture.
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uids are multi-contact miscible (MCM) or immiscible, there could
e a certain degree of capillary-driven crossflow. Burger et al. [1,2]
ound that capillary-driven crossflow does not contribute signifi-
antly to mass transfer in near-miscible hydrocarbon floods. The
ther three forces play a critical role in the mass transfer between
atrix and fracture and need to be well understood in terms of the

ffective parameters and efficiency of the process.
Previously we had performed experiments to clarify the effec-

ive parameters on the mass transfer during solvent injection into
ractured systems [3]. In this study, the critical rate was defined as
he maximum rate beyond which no change in the ratio of matrix
ecovery to injected solvent is obtained by increasing rate. As the
njection rate is increased, the injected fluid flowing in the frac-
ure would yield an early breakthrough without spending enough
ime to contact with the matrix. Hence, increasing rates may result
n a faster recovery but higher amount of solvent is needed due
o weaker mass transfer interaction to cause oil production from

atrix. This results in an inefficient use of solvent. Therefore, slower

ates are desirable for a better interaction and stronger mass trans-
er yielding higher matrix oil recovery to solvent injected ratio. This,
owever, reduces the recovery time. Thus, the definition of criti-
al rate is an important issue and the rate depends on rock and
uid characteristics. The concept of critical velocity was first intro-

http://www.sciencedirect.com/science/journal/13858947
http://www.elsevier.com/locate/cej
mailto:tayfun@ualberta.ca
dx.doi.org/10.1016/j.cej.2008.05.032
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Nomenclature

A total area for the core (m2)
2b fracture aperture (m)
CF concentration in fracture, fraction
CM concentration in matrix, fraction
Deff effective diffusion coefficient (m2/s)
DM

e effective diffusion coefficient in matrix for
matrix–fracture system (m2/s)

DL effective dispersion coefficient in fracture (m2/s)
Dm mutual diffusion coefficient (m2/s)
Dmech mechanical dispersion coefficient (m2/s)
g gravitational force (m/s2)
KV mass transfer rate constant (s−1)
N flux
P pressure (N/m2)
Pe Peclet number
Q amount imbibed (m3)
QS source term
r half fracture spacing (m)
S saturation, fraction
t time (s)
V average fluid velocity in the fracture (m/s)
Wfactor wettability factor
x coordinate direction along the fracture (m)
y coordinate direction normal to the fracture (m)

Greek letters
� permeability (m2)
�f density (kg/m3)
� viscosity (kg/m s)

Subscripts
C capillary
F fracture
h hydraulic
K kerosene
m mass transfer
M matrix
R reaction
S surface
W water
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1 solvent
2 solute

uced by Thompson and Mungan [4]. They compared displacement
elocity to critical velocity (VC) and showed its effect on recovery
fficiency. Firoozabadi and Markeset [5] showed that the capillary
ressure contrast between matrix and fracture could be the major
riving force. Further, they studied the effect of matrix/fracture
onfiguration and fracture aperture on first-contact miscible effi-
iency.

Advanced visualization studies were also conducted to under-
tand the physics of matrix–fracture interaction. Part [6] studied
he formation of drying patterns assuming only capillary forces
nd neglecting viscous effects. It was the first attempt to the-
retically characterize drying patterns in porous media as well.
omputational [7,8] and experimental [9,10] studies on the inter-

ction of matrix and fracture for different types of fluids were also
eported.

The diffusion process and correlations of the capillary pres-
ure with variation of interfacial tension were also investigated
11–13]. Morel et al. [11] performed diffusion experiments with

T
t
t
t
a
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halk and studied the effect of initial gas saturation. The diffusion-
tripping process in fractured media was well described by Saidi
14]. Recently, there has been success in determining diffusion coef-
cients between two miscible fluid systems [15–18] but the process

s totally different within the fractured porous media, affected
y many parameters such as matrix properties, condition at the
oundaries, fracture geometry and flow conditions.

The presence of water affects the pore-scale distribution of
ydrocarbon phases [19,20]. Connectivity and tortuosity of the pore
tructure influences the effective diffusivity and the relative per-
eability of each hydrocarbon phase. Hence the mass transfer and

ypassing are affected. Le Romancer et al. [10] examined the effect
f water saturation (<30%) on mass transfer in the matrix blocks of
fractured reservoir. As the water saturation increases, the liquid-
ydrocarbon-phase area available for diffusion and the gas/liquid

nterfacial area decrease, and mass transfer decreases. At high water
aturations, islands of oil will be isolated by water, effectively
educing mass transfer further. They concluded that water satu-
ation has no effect during nitrogen injection because of a strong
apillary crossflow. Wylie and Mohanty [21] further investigated
he effects of water saturation on mass transfer from bypassed
egion and bypassing during miscible/near-miscible gas injection.
hey used 1D model and calculated effective diffusion coefficient.

The orientation of the bypassed region with respect to gravity
nd enrichment of the solvents affect the mass transfer rate. The
ass transfer was least for the vertically up orientation (against

ravity), intermediate for the vertically down, and highest for the
orizontal orientation for the experiments [2]. Burger et al. [2] also
oncluded in his analysis that in vertical orientation gravity does
ot induce the flow of oil to the outlet face; therefore the recovery

s primarily the result of diffusion. The oil-phase diffusivity is the
ontrolling parameter in vertical mass transfer experiments.

Comings and Sherwood [22] modeled the process considering
oisture moment by capillary in drying granular materials. But

etermining mass transfer coefficients during flow in fracture is
ore complex process due to the involvement of injection rate

ffect and fracture properties. In most of the available commercial
imulators, the mass transfer is assumed to proceed by diffusion
ithin single phase. Recent studies from Jamshidnezhad et al. [23]

onsidered mass transfer between the same phases in the fracture
nd porous medium. In their work displacement was considered as
ne-dimensional and a few experiments were compared with the
imulation results.

As seen, the miscible interaction process between matrix and
racture in naturally fractured subsurface reservoir has been stud-
ed for different purposes. The previous efforts were made usually
o understand the physics of the interaction process through
xperimental studies. Limited number of studies focused on the
umerical modeling usually without enough experimental sup-
ort. Deriving correlations using dimensionless numbers to define
atrix–fracture interaction terms is a critical task and that requires
combination of experimental and simulation work. Though much
ffort was devoted in defining the immiscible matrix–fracture
nteraction through dimensionless terms, less attention has been
iven to modeling miscible interaction, especially using control-
able parameters such as injection rate and fluid characteristics.
lso in simulation of the matrix–fracture fracture miscible inter-
ction processes, 2-D or 3-D models have to be considered due to
ransverse mass transfer to and from the fracture and longitudinal
iffusion/dispersion within the matrix and fracture individually.

he understanding of the qualitative nature of the physics behind
he matrix–fracture interaction process and quantitative represen-
ation of the controlling transfer parameters are the objectives of
his paper and this was achieved through a series of experimental
nd numerical simulation works.
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experiments were performed at room temperature.

Core preparation and experimental set-up are shown in
Figs. 1 and 2, respectively. The properties of fluids used are given
in Table 1. Detailed outline of experiments performed is listed in
Table 2.

Table 1
Properties of solute and solvent used in the study

Chemical name Density
(g/cm3)

Viscosity (cP) Refraction
index (RI)

Solvent
Fig. 1. (a) Core cutting and fracture

. Experimental study

Experiments were performed to study and analyze the pro-
ess of diffusion and dispersion during flow of solvent into the
racture adjacent to the oil saturated matrix qualitatively with
hange in length, solute type (hence the viscosity and density) and
ging time with oil in the fractured porous media. These parame-
ers affect the various forces, viscous and diffusion in particular,
nd alter the amount of oil produced and solvent diffused into
he matrix with amount of solvent injected over the period of
olvent injection process. Experimental observations will be use-
ul in comparing and matching the results from the numerical
imulations. Experimental analysis coupled with the numerical
odeling will also be used to define and formulate critical parame-

ers controlling the matrix–fracture interaction/transfer, which are
ot practically obtainable through direct experimental measure-
ents or computations. To simplify the understanding of diffusion

rive mechanism, we used FCM case and neglected capillary-driven
rossflow. All the experiments were performed at room temper-
ture and pressure to nullify the crossflow/mass transfer due to
ressure drive.

.1. Procedure

Cylindrical plugs were cut from 20 in. long cylindrical rods
f Berea sandstone (k = 500 md; � = 0.21) and Indiana limestone
k = 15 md; � = 0.11) to 6 in. in length and 2 in. in diameter. Then,
he samples were fully saturated with different solute under con-
tant vacuum for 48 h using a vacuum pump. The saturated cores
ere cut into two pieces through the center in the direction of lon-

itudinal axis for the purpose of creating a fracture. These pieces

ere held together using heat-shrinkable rubber sleeves.

The fractured core was then placed into Plexiglas holder and
he annular space was filled with silicon to ensure no flow to the
nnulus between the core and core holder. The solvent was injected
t constant rate from the center of the core and production line was

S

aration and (b) core holder design.

laced at the center of other end. Injection and production were
aintained only through the fracture while the flow into matrix
as only through diffusion/mass transfer.

Flow through fractures was considered in several studies. There
re three common ways of injection: (a) injection through matrix
nd production through matrix, while the fracture was located in
he middle of the two matrix blocks; (b) injection through frac-
ure and produce through fracture, while there is only one (or two)

atrix block adjacent to fracture; (c) injection through circular
nnular acting as a fracture. In our experiments, we applied the
njection scheme as defined in option (b) considering the fact that
he flow will be controlled by high permeability fractures.

Some experiments were also performed with aged samples. In
hose cases cores were aged for a period of 1 month. Effect of solute
iscosity and density were analyzed using different solute types
mineral oil, heavy-mineral oil, and kerosene).

The samples collected at the production end were analyzed
sing refractometer. Using the calibration curve from the known
ercentage of mixture, refractive index (RI) values were converted
o obtain relative proportions in the production mixture. All the
Heptane 0.69 0.410 1.3891

olute
Mineral oil (MO) 0.83 33.5 1.469
High viscosity mineral oil (HO) 0.85 150 1.469
Kerosene 0.81 2.1 1.475
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Fig. 2. Experimental set-up (adapted from previous study [3]).

. Experimental observations

We used the plot of total solvent injection (as pore volume) vs.
otal oil (solute) recovered (as pore volume) to represent the results.
he recovery of solute (oil) in y-axis corresponds to solvent concen-
ration in the system. Because our main target was oil recovery in
his particular study, we preferred to use solute recovered in y-axis
ather than solvent concentration.

The diffusion dominant displacement front progresses slower
hen injecting solvent at a lower rate for all three solutes (oils)

Fig. 3). Although the solute recovery rates are slower compared
o that of higher rate solvent injection, the final recoveries are
igher for the lower rates. It was observed that the initial phase
f the recovery curves are dominated by displacement or viscous
orces and the diffusion comes into picture at later stage. Such
henomena can be detected at the point when recovery curve
f BHS-3 overpasses that of BHS-6 as marked by an arrow in

ig. 3.

Different solute types, i.e. different densities and viscosities,
ay take part in the diffusion process between matrix and frac-

ure. Some experiments were conducted to elaborate the range

B
w
r
o

able 2
etails of experiments performed

ase Core type Angle (◦) Solute type

SH-3 Sandstone 0 MO
SH-6 Sandstone 0 MO
SH-9 Sandstone 0 MO
HA-3 Sandstone 0 MO
HA-4.5 Sandstone 0 MO
HA-6 Sandstone 0 MO
HA-9 Sandstone 0 MO
SK-3K Sandstone 0 Kerosene
SK-6K Sandstone 0 Kerosene
SV-3 Sandstone 90 MO
SV-6 Sandstone 90 MO
O-3 Sandstone 0 HO
O-6 Sandstone 0 HO
O-3 (3 in.) Sandstone 0 HO
O-6 (3 in.) Sandstone 0 HO
OA-3 Sandstone 0 HO
OA-6 Sandstone 0 HO

LH-3 Limestone 0 MO
LH-6 Limestone 0 MO

: horizontal; V: vertical; A: aged over period of 1 month; MO: mineral oil; HO: high visc
Fig. 3. Solute recoveries during solvent diffusion for different oil types.

f viscosity and density of solute used. We used high viscosity
ineral oil and kerosene for this purpose. Though the ultimate

ecoveries are lower for heptane diffusing into high viscosity min-
ral oil saturated sandstone, the crossover of lower rate injection
ase (HO-3) to higher rate injection case (HO-6) was evident
Fig. 3). Interestingly, it occurred after certain amount of pore
olume solvent injected (or time). In case of kerosene, we were
ot able to capture this point. It possibly occurred either at very
arly stage of the process or did not ever happen. The lower-rate-
iffusive-transfer dominates the solute production throughout the
rocess. Based on these observations, one can conclude that density
ifference controls the process rather than the viscosity differ-
nce.

In contrast to the horizontal case where the effect of differ-
nt flow rates was significant on ultimate recovery, the ultimate
ecoveries were similar during solvent diffusion at different rates in
he vertically oriented sandstone (Fig. 4). However, solute recovery
rends were in agreement with those of horizontal cases. It is worth
oting that the BV-3 case overpasses the BV-6 case at around 40% of
olute production. This turning point is higher than the point where

HS-3 overpasses the BHS-6. The total amounts of solute produced
ere also higher with almost similar amount of solvent required to

each the plateau of ultimate recovery, which makes a strong point
f gravity influence.

Flow rate (ml/h) Matrix length (in.) Aged

3 6 No
6 6 No
9 6 No
3 6 Yes
4.5 6 Yes
6 6 Yes
9 6 Yes
3 6 No
6 6 No
3 6 No
6 6 No
3 6 No
6 6 No
3 3 No
6 3 No
3 6 Yes
6 6 Yes
3 6 No
6 6 No

osity oil.
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Fig. 6. Comparison of the solute recoveries during solvent diffusion for the aged and
non-aged samples.

F
a

ig. 4. Solute recoveries during solvent diffusion for horizontal and vertical cases.

The role of porosity and permeability was proved to be sig-
ificant when similar injection and experimental conditions were
pplied for mineral oil saturated Berea sandstone and Indiana lime-
tone (Fig. 5). The ultimate recovery from the limestone sample
s almost half of the recovery observed in the sandstone cores.
he trend was very much alike of sandstones where slower rate
rocess overpasses the higher rate process at the same point of
ecovery. Noticeably this transition took place at nearly 35% oil
roduction, just a bit higher than that of horizontal and verti-
al sandstone cases (30%). This point comes much later stage
f time compared to that in sandstone, meaning that the poor
orosity and permeability of the medium yield less efficient pro-
ess.

Core aging affects the recovery trends. The recovery rate of min-
ral oil is slower and the ultimate recovery is lower for the aged
erea sandstones compared to those of non-aged samples. Fig. 6
oints out the influence of aging on miscible flood efficiency. The
omparison of such effect on recovery curves is illustrated using
he cases of 3 ml/h and 6 ml/h flow rates for non-aged mineral
il saturated Berea sandstones and aged one (for a period of 1
onth). No significant difference in terms of ultimate recovery was
bserved between aged and non-aged samples for heavy-mineral
il (Fig. 7). The amount of pore volume injected for obtain-
ng ultimate recovery was also found unchanged with marginal
ifference compared to that of non-aged-viscous-oil-sandstone
ases.

ig. 5. Solute recoveries during solvent diffusion comparing Berea sandstone and
ndiana limestone cores.

n
o
t

F
s

ig. 7. Solute recoveries during solvent diffusion from high viscosity mineral oil
ged and non-aged core samples.
When the size of the core was changed from 6 in. to 3 in. (Fig. 8),
o significant effect was observed between the ultimate recoveries
f the flow rate of 3 ml/h and 6 ml/h cases. But, more solvent needs
o be injected to reach the same ultimate recovery in case of shorter

ig. 8. Solute recoveries during solvent diffusion comparing 3 in. and 6 in. longer
amples.
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amples, implying that the recovery rate is lower. Solvent does not
ave enough time to contact with the rock matrix to diffuse into
he matrix to sweep out the solute before it breaks through for the
horter samples. Hence, the length of the matrix size in determining
he efficient transfer conditions is also important.

. Modeling of fracture–matrix transfer process

Fracture–matrix transfer process was modeled numerically and
resented in the form of dimensionless groups to analyze the effects
f different parameters quantitatively. The process experimentally
nalyzed in the previous section was simulated using finite element
odeling with the governing advection–convection equations and

he Darcy equation. Only parameters other than those unavail-
ble from the laboratory scale experiments are diffusion/dispersion
oefficients and mass transfer coefficients in the matrix as well as
n the fracture. These parameters were obtained through matching
he numerical modeling results to their experimental equivalents
nd then they were correlated to fluid–rock properties and flow
elocity.

.1. Analogy between monolith catalysts (reactor) and
atrix–fracture systems

Monolithic catalysts have gained recent interest for reducing
ollution [24] due to simultaneous advantages of very low pres-
ure drop, short diffusion resistance, excellent mass transfer and
igh surface to volume ratio. They are also widely used in selective
atalytic reduction of NOx, hydrogenations of liquid phase, power
eneration using gas turbines [25,26].

Monolithic catalysts/reactors (Fig. 9) consist of a matrix of uni-
ormly aligned parallel channels. The diameter of the channel
anges from 0.5 mm to 10 mm and length can be up to 1 m long.
hese channels are fabricated on either ceramic or metallic sup-
orts called substrates. On the walls of the channels a catalytic
ctive layer (a porous layer), 10–200 �m thick, can be applied. It
s commonly called as washcoat. The flow is laminar in monolithic
eactor for most of the applications with the Reynolds number typ-
cally in the range 10–1000. The reactants in the fluid phase are
ransported to the surface of the catalyst by convection and from
he surface of the catalyst to the active sites of the catalyst by diffu-
ion. The reactants react on the active catalysts sites which results
n release or absorption of heat. The presence of catalytic reactions
t the wall of the channel acts as a source or sink, which imposes
emperature or concentration gradients in the radial directions.
The magnitude of radial gradients depends on the relative rates
f heat and mass transfer and chemical reaction. There are two
mportant types of potential mass transfer limitation in these reac-
ors. The first is diffusion limitation in the washcoat owing to fast
eaction. The rate of reaction is controlled by the intrinsic kinetics

Fig. 9. Diffusion and flux behavior in monoliths.
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Fig. 10. Diffusion and flux in matrix–fracture system.

nly and the reactor is said to be in kinetically controlled regime.
f the rate of diffusion is lower than the intrinsic rate of reaction,
he bulk and surface conditions are different. In the extreme case,
he catalyst concentration at the surface may go zero and the rate
s controlled solely by the rate of mass transfer.

The monolith reactors system (Fig. 9) is analogous to the
atrix–fracture system in subsurface reservoirs as depicted in

ig. 10. The network of fracture channels run through less perme-
ble porous media than fractures. Porous media can be visualized
s porous washcoat. Injected solvent passes through fractures
ransferring to matrix interface through diffusion and convection.

ithin the matrix pores, solvent is transported through diffusion.
or simplification, the whole network of channels is represented
y a single channel with assumption of equivalent passages with
o interaction. The same assumption applies while simulating the
atrix–fracture system. The only difference is the size of porous
edia. Unlike the monolith reactor the size of porous media is con-

iderably large in the fractured reservoirs. This may cause higher
oncentration or temperature gradients in the transverse direc-
ions, which is normal to the flow direction and hence the Sherwood
umbers becomes remarkably higher than that exists into typical
onolith catalyst. The physics of the process, however, is very much

imilar in both cases.
The mass or heat transfer within a single matrix can be described

y two inherently coupled processes: external transfer from the
ulk to the matrix and internal transfer inside the porous matrix.
ence, the steady-state behavior of a single matrix can be mathe-
atically described by convection–diffusion equation in the fluid

hase coupled with the diffusion–reaction equation within the
orous media involving more than one spatial dimension similar
o the single monolith channel reactor.

The shape of the washcoat geometry has large influence on the
nal conversion of reactants and mass transfer rate because of their
mall size (�m scale). While the matrix assumed here is of signifi-
antly larger size (cm scale) and considered rectangular shape. The
ffect of matrix shape is not the scope of this research and has to
e focused separately.

.2. Mathematical model formulation

The assumptions in the derivation of the equations are as fol-
ows:

All fractures of the system are equivalent with uniform flow distri-
bution and represent the network of fractures by a single straight
channel.

The oil is assumed to be dispersed uniformly within the porous
matrix.
In this analysis, we do not impose any restriction on the geometric
shape of the fracture, except that the cross section of the fracture
is invariant with the axial position.
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ig. 11. (a) Geometrical representation of matrix–fracture system used in this study
not to scale). (b) Simulation match with the experimental results of solute (mineral
il) concentration (C2) change for two different rates on aged Berea sandstone cores.

The flow is laminar and fully developed.
The aspect ratio of the channel is assumed to be small; that is, the
hydraulic diameter is much smaller than the length of the frac-
ture (which is true for most of the practical applications). This
assumption justifies the use of fully developed velocity profile
within the channel and also leads to the simplification of negli-
gible axial diffusion in both fluid phase and matrix compared to
the convective transport rate.
The flow in the fracture is assumed isothermal.
Solvent flows only through fractures; there is no flow in the
matrix surrounding fracture.
The variations of physical properties (such as density, viscosity,
diffusivities, and so on) and velocity with temperature and com-
positions are neglected.

Fig. 11(a) represents the matrix–fracture system (length = l and
adius = 2r) with inlet, outlet as well as the boundary conditions.
he pore space of the matrix is initially filled with a displaced fluid
CM = 1) and is flooded with a displacing fluid (CF = 1) from one
ide x = 0 at the center, where fracture (half aperture = b) is located.
he x-axis is the principle flow direction, while the y-axis is the
irection perpendicular to the flow. The displacing fluid (solvent)
ows/injected at constant rate through fracture at the inlet x = 0;
here is no flow in the matrix surrounding fracture.

The diffusion–convection equations for fracture and matrix are
efined as follows:

Domain 1—fracture

∂CF ∂2CF ∂2CF ∂CF
1

∂t
− DL

1

∂x2
− DL

1

∂y2
= −KV(CF1 − CM1) − uF

1

∂x
(1)

∂CF2

∂t
− DL

∂2CF2

∂x2
− DL

∂2CF2

∂y2
= −KV(CF2 − CM2) − uF

∂CF2

∂x
(2)

c
i
c
t
c
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Domain 2—matrix

∂CM1

∂t
− DM

e
∂2CM1

∂x2
− DM

e
∂2CM1

∂y2
= KV(CF1 − CM1) (3)

∂CM2

∂t
− DM

e
∂2CM2

∂x2
− DM

e
∂2CM2

∂y2
= KV(CF2 − CM2) (4)

Initial conditions:

CF1(x, y, 0) = 0; CM1(x, y, 0) = 0; CF2(x, y, 0) = 1;

CM2(x, y, 0) = 1; CF1(0, t) = CF0 (5)

Boundary conditions:

∂CM1

∂y

∣∣∣∣
(x,r,t)

= 0;
∂CM2

∂y

∣∣∣∣
(x,r,t)

= 0 (6)

∂CF1

∂x

∣∣∣∣
(∞,t)

= 0;
∂CF2

∂x

∣∣∣∣
(∞,t)

= 0 (7)

DL
∂CF1

∂y
= −DM

e
∂CM1

∂y
; DL

∂CF2

∂y
= −DM

e
∂CM2

∂y
at t = t ∀x, b

(8)

We used finite element method (FEM) to solve the partial differ-
ntial equation using COMSOL multiphysic [27]. The finite element
ethod approximates a PDE problem with a problem that has a

nite number of unknown parameters. The advantages of FEM are
he ease of handling complex geometries, straightforward imple-

entation of non-uniform meshes, and the simple incorporation
f flux boundary conditions. Galerkin method is used to solve the
artial differential equations.

The system is described by Eqs. (1)–(4), with the initial and
oundary conditions given in Eqs. (5)–(8). The grid size in the frac-
ure is maintained constant while the grid size varies in the matrix.
ransient analysis with time dependent solver (direct (Spooles) lin-
ar system solver) is used. The Spooles linear solver makes use
f the symmetry in the diffusion equation and saves memory. A
econd order in space and time discretization is adopted with an
mplicit time stepping to achieve accurate results. The temporal
imulations with increasing time steps starting with a small time
tep are made. The simulation results were compared with the
esults of experimental performed earlier. From the numeric sim-
lations, values of KV and DM

e were obtained. In fact, they are the
wo critical parameters controlling the matrix–fracture interaction
nd functions of several different flow, fluids, fracture, and matrix
roperties. All other parameters were experimentally available,
easurable, or computable. Comparison of simulated and exper-

mental results is shown for two different cases in Fig. 11.
Note that the early time behavior (initial straight line portion

efore the curvature) was observed to be dominated by the KV and
he later part by the DM

e . The early time behavior is not controlled
y the DM

e . Therefore, the solution of the equation is assumed to be
nique.

.3. Dispersion and diffusion

Miscible recovery is the process in which solvent and solute are
ompletely miscible with each other either first-contact or multi-

ontact. The concentration changes from that of solute to solvent
nside the porous media till the equilibrium reaches. Due to mis-
ible nature of the process (no interfacial tension), in such process
here is no existence of capillary or inter-phase forces. Theoreti-
ally complete sweep is possible and 100% recovery of solute can be
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velocity (Fig. 12). As the velocity increases, the rate constant value
increases and the values vary from each other with considerable
margin.

Different amount of solute recoveries were observed when cores
were aged for different periods of time after complete saturation
J.J. Trivedi, T. Babadagli / Chemical E

chieved at the equilibrium stage. The driving forces are molecular
iffusion and convection.

During the flow through porous media, the additional mixing
aused by uneven flow or concentration gradient is called dis-
ersion. It results from the different paths and speeds and the
onsequent range of transit times available to tracer particles con-
ected across a permeable medium. Dispersive mixing is a resultant
f molecular diffusion and mechanical dispersion. Perkins and
ohnston [28] have provided an analysis of the dispersion phenom-
na and correlations for two types of dispersion: (1) longitudinal
irection, and (2) transverse to the direction of gross fluid move-
ent. Both, having different magnitude, have to be considered

eparately. Dispersive mixing plays important role in determining
ow much solvent will dissolve/mix with solute to promote mis-
ibility. Molecular diffusion will cause mixing along the interface.
he net result will be a mixed zone growing at a more rapid rate
han would obtain from diffusion alone. Diffusion is a special case of
ispersion and a result of concentration gradient, with or without
he presence of the velocity field [29,30].

Gillham and Cerry [31] defined the hydrodynamic dispersion
oefficient as the sum of coefficient of mechanical dispersion
Dmech) and the effective diffusion coefficient in the porous media
Deff). The hydrodynamic dispersion coefficient is also referred as
ispersion–diffusion coefficient (DL):

L = Dmech + Deff (9)

The mechanical dispersion is proportional to the average lin-
arized pore-water velocity (V) and the dispersivity (˛) [32,33]. The
ffective diffusion coefficient is related to diffusion coefficient in
ree solution and tortuosity.

Taylor [34] showed that in case of substantial diffusion perpen-
icular to the average fluid velocity, the dispersion coefficient in
he tube would be proportional to the square of the average fluid
elocity. Later, Horne and Rodriguez [35] concluded that in the dif-
usion dominated system, the dispersion coefficient in the single,
traight, parallel plate fracture will be proportional to the square of
he fluid velocity. Keller et al. [36] showed that dispersion coeffi-
ient and velocity have linear relationship, where DL ∝ V. Bear [32]
uggested that the relation between dispersion coefficient and the
verage fluid velocity would be DL = ˛Vn. The range of the n value is
imited to 1.0 ≤ n ≤ 2.0.

From the findings of Ippolite et al. [37] and Roux et al. [38], it
s known that the dispersion coefficient in the variable aperture
racture is the sum of molecular diffusion, Taylor dispersion and

icroscopic dispersion.
The Peclet number Pe for the flow in fracture is defined as

e = Vb

Dm
(10)

here V is the average fluid velocity in the fracture, b is the fracture
perture and Dm is the molecular diffusion coefficient.

Dronfield and Silliman [39] conducted transport experiments
n sand-roughened analog fracture and came up with a relation as
L ∝ Pe1.4. He also suggested that the power term to be 2 for parallel
late fracture and 1.3–1.4 for rough fractures. Detwiler et al. [40]
tudied the effect of Pe on DL using experiments and numerical
esults. His investigations were in accordance with that of earlier
rom Ippolite et al. [37] and Roux et al. [38]. Molecular diffusion

ominates within the regime of Pe � 1. The Taylor dispersion and
icroscopic dispersion are related to Pe. The Taylor dispersion is

roportional to Pe2 while microscopic dispersion is proportional to
e. Detwiler et al. [40] showed quadratic relation from the result
f Roux et al. [38] in the form of a first-order approximation of the

F
e
a
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otal non-dimensional longitudinal dispersion coefficient:

DL

Dm
= ˛Taylor(Pe)2 + ˛macro(Pe) + � (11)

hey further mentioned that for typical Pe ranges, � (tortuosity for
racture) can be neglected.

The Taylor dispersion coefficient defined for parallel plate frac-
ure is [34,41,42]:

L,Taylor = 1
210

V2b2

Dm
(12)

DL,Taylor

Dm
= 1

210
V2b2

Dm
2

(13)

L,Taylor = Dm

210
× (Pe)2 (14)

In our case, we assumed DL ∝ Pe1.5, an average value of Taylor
nd microscopic dispersions, and used this calculated value for
he dispersion coefficient in fracture. The value of Dm in our set
f experiments will be the mutual diffusion coefficient of heptane
nd particular oil type. It is 3.2 × 10−9 m2/s and 3 × 10−8 m2/s for
eptane–mineral oil and heptane–kerosene, respectively.

.4. Mass transfer rate constant and effective diffusion into
orous matrix

In simple terms, mass transfer is moving of fluid material from
ne point to another. For porous media it is the getting the material
nto and out of pores. Also for reactive process, the speed at which a
hemical reaction proceeds, in terms of amount of product formed
r amount of reactant consumed is also important. When there is
o reaction, transfer rate is mostly due to diffusion and mixing.
his transfer rate between two fluid pairs, solvent and solute, is
resented by mass transfer rate constant (KV). The increase of KV

ndicates better mixing of solvent and solute, which results in faster
pproach to equilibrium conditions.

Fig. 12 clearly suggests that KV is related to velocity,
olvent–solute properties, and matrix properties as well as aging.
ncrease of velocity results into rapid circulation, enhanced mixing
nd better mass transfer. It is also evident that with the same type of
ores and aging time, the increase in KV is controlled mainly by the
ig. 12. Mass transfer rate constant with velocity. (For interpretation of the refer-
nces to colour in this figure legend, the reader is referred to the web version of the
rticle.)
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matrix porous media. Hence, we are not concerned with dispersion
ig. 13. Comparison of the KV (s−1) values obtained through the numerical simula-
ion and the ones obtained from Eq. (17).

Figs. 6 and 7). Although there is no water present in core sam-
les, this can be interpreted as wettability change. To quantify the
ffect of aging time (or wettability change), we used spontaneous
ater imbibition data presented by Hatiboglu and Babadagli [43]

nd Trivedi and Babadagli [44] and on the same core and oil types
ased on Handy’s approach [45].

2
w =

(
2PC�w�A2Sw

�w

)
t (15)

he initial slop of the straight line from Q2 against time were mea-
ured and normalized against the highest slope to obtain the PC
known as effective capillary pressure) [44]. The changing slope
eflects changing wettability caused by the aging as all other rock
nd fluid properties remained the same as observed by Trivedi and
abadagli [44].

The capillary pressures obtained from the experimental results

f Refs. [43,44] were normalized based on the capillary pressure
f kerosene and multiplied with viscosity ratio of solvent to solute
o get wettability factor [44]. To incorporate the effect of solute
iscosity, we defined the following dimensionless term (wettability

i
t
w
c

Fig. 15. Concentration–time curves for matrix
ig. 14. Comparison of DM
e values used for the simulation matches with the ones

btained from Eq. (18).

actor, Wfactor):

factor =
(

PC

PCK

)(
�2

�1

)
(16)

C is obtained for each oil and rock type using Eq. (15) and PCK is
he PC value for kerosene, which gives the highest slope due to its
trong imbibition into matrix driven by its low viscosity.

To quantify the transfer rate constant for different wettability
nd porosity cores, it was represented as a function of velocity,
ettability factor (Wfactor), porosity of matrix, viscosity and density

atio of solute and solvent:

V = V(Wfactor)
−0.15(�)0.9

(
�2

�1

)0.06 (
�2

�1

)
(17)

Within porous media, the solute and solvent are transferred into
nd out of the pores by dispersion–diffusion mechanism. Since the
olvent is injected into the fracture, there is no direct flow into the
nto the adjacent matrix. But there is an induced flow because of
he flux transferred from the fracture at the interface and diffusion
ithin the matrix. This complex process inside the porous media

an be seen as an effect of dispersion into fracture and mass trans-

–fracture transfer at low and high rates.
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er between two fluids, solvent and solute. Therefore, the resultant
ffective diffusion coefficient into the porous media is not only
ecause of tortuosity but also because of mass transfer rate constant
nd dispersion occurring into fracture.

This effective diffusion coefficient into the matrix is represented
s a function of solvent and solute properties, rock properties, mass
ransfer rate constant and the Taylor dispersion coefficient as fol-
ows:

M
e =

√
DL,Taylor

(k/KV)�(�2/�1)
�2/�1

(18)

here k is the matrix permeability, KV is the mass transfer rate
onstant, � is the matrix porosity. The value of effective diffusion
oefficient within the matrix (DM

e ) was one of the parameters tuned
o obtain the match with experimental results of solvent concentra-
ion in the effluent. The effective matrix diffusion coefficient (DM

e )
alculated as shown above was in good agreement with that used
uring simulations (Fig. 14).

Note that the matrix size was not found critical in the correla-
ions given in Eqs. (17) and (18). A good agreement was obtained
or both shorter and longer samples as shown in Figs. 13 and 14.
he only two points off line in Fig. 13 are for the low rate (3 ml/h)
xperiments. In those cases, the process is strongly controlled by
he diffusion as the solvent has significantly more time to contact
ith matrix due to slow flow rate in the fracture. In other words,

he effects of flow and diffusion in fracture are minimal.
In our process, mass transfer occurs in two different ways. One

s in the fracture and it takes place between fluid mixtures until
he oil in the fracture is exhausted. This process is controlled dom-
nated by KV and DL. The second one is in the matrix pores and
ontrols the remaining part of the process. This part is governed
y KV and DM

e . This fact is well justified in the experimental results
hen the higher rate solute recovery curve dominates in the earlier
eriod of time during which the essential solute fracture has been
ecovered. At later stages, dominated by DM

e , the lower rate solute
ecovery curve overpasses the one with the higher rate suggest-
ng the influence of pore diffusion. This process was schematically
resented as the concentration–time curve in Fig. 15.

. Conclusions

. The experimental results indicated that the recovery through the
fracture is dominated by the Peclet number (dispersion effect)
and mass transfer rate constant (KV). Hence, at the earlier stage
of the production life (when the fracture oil recovery is effective)
higher rate solvent injection should be preferred.

. Considering overall effect and assuming the solute inside the
matrix pores is larger in amount compared to that in the fracture,
the effective diffusion coefficient (DM

e ) is the major controlling
parameter and slower rate solvent injection with more retention
time for effective diffusive flux to transfer from matrix yields
better recovery.

. The porous media aged over a period of time behaved different
than that of non-aged one depending on the solute properties.
The wettability factor presented here and further used in the
study proved handy tool for inclusion of aging effect.

. Length of the matrix being one of the important parameter
because of the solvent breakthrough was noticed during experi-
ments. Shorter cores, having less time for solvent to diffuse in

transverse direction into porous matrix, showed lower solute
recovery in a given time and rate compared to the longer ones.

. We, however, did not observe significant effect of matrix size
on the mass transfer rate constant (KV) and effective diffusion
coefficient in matrix (DM

e ).

[

[

ering Journal 146 (2009) 194–204 203

. The mass transfer rate and effective matrix diffusion coefficient
were found to be linearly dependent on velocity and also affected
by wettability as well as rock properties.

. KV and DM
e , not available from any means of laboratory exper-

iments, can be easily computed for miscible solvent processes
in fractured porous media using the correlations provided here
with fairly good amount of accuracy.
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